
Employee Perceptions of BI and AI Tools for 
Service Transformation: Evidence from the Serbian 
Airline and Hotel Industries   

1. Introduction

Business Intelligence (BI) and Artificial Intel-
ligence (AI) have emerged as transformative tech-
nologies in the airline and hotel industries, driving 

significant advancements in service delivery and 
operational efficiency [1]. The evolution of tourism 
technology has progressed from basic Information 
and Communication Technologies (ICT) through 
eTourism to smart tourism, ultimately leading to am-
bient intelligence tourism [2].

This study explores the perception of the transformative impact of Business Intelligence (BI) 
and Artificial Intelligence (AI) on the service sector by employees in an airline and hotels in 
Serbia. Four key factors were identified: business optimization (BO), service personalization 
(PS), efficiency of resource management (ERM), and business transformation (BT). Data 
were collected through a survey of employees in these sectors, and the results were analyzed 
using structural modeling. The findings indicate that employees perceive a significant positive 
impact of BI and AI on business transformation, particularly in terms of improving opera-
tional efficiency, increasing customer satisfaction, and enhancing business sustainability. This 
study highlights the importance of implementing BI and AI technologies in advancing the 
service sector, providing innovative approaches to optimizing business processes and per-
sonalizing services. These findings contribute to a better understanding of how modern tools 
and technologies can improve the performance and competitiveness of service enterprises 
in Serbia.
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The implementation of BI tools in these sectors 
serves multiple strategic purposes. In airlines, these 
tools enable sophisticated data analysis for ticket pric-
ing optimization, flight planning, and capacity man-
agement, resulting in enhanced operational efficiency 
and cost reduction [3]-[6]. BI applications help orga-
nizations monitor performance metrics, identify mar-
ket opportunities, and provide crucial insights into 
aviation safety [7], [8]. Through analysis of supply 
and demand data, organizations can optimize routes 
and pricing strategies to enhance profitability [9].

AI technology has introduced innovative solu-
tions that complement BI capabilities [10]. These 
solutions excel in processing large volumes of data 
for applications such as weather prediction and traffic 
optimization [11], while enabling personalized ser-
vice delivery to enhance customer experience [12]. 
The implementation of automated customer support 
systems, including chatbots, has improved commu-
nication efficiency and reduced waiting times [13]. 
Furthermore, AI's predictive analytics capabilities 
help identify potential system failures pre-emptively, 
enhancing both safety measures and operational ef-
ficiency [14], [15].

Despite the widespread global adoption of these 
technologies, there remains a significant gap in under-
standing their perception and utilization by employ-
ees in specific regional contexts, particularly within 
Serbia's airline and hotel sectors. While existing re-
search has documented the technical capabilities of 
these technologies, limited attention has been paid to 
employee perspectives and local market adaptations 
in developing economies. This gap is particularly sig-
nificant as the successful implementation of BI and 
AI systems heavily depends on employee acceptance 
and effective utilization.

This research aims to examine the perceptions of 
employees in Serbian airlines and hotels regarding 
the impact of Business Intelligence (BI) and Artificial 
Intelligence (AI) on business transformation. Spe-
cifically, the study focuses on four key aspects: busi-
ness process optimization, service personalization 
capabilities, resource management efficiency, and 
overall business transformation effectiveness. The 
significance of this research is reflected in its poten-
tial to provide practical recommendations for man-
agers implementing BI and AI solutions in similar 
contexts, contribute to the local academic literature, 
and support evidence-based decision-making pro-
cesses in the tourism sector. The decision to analyze 
the airline and hotel sectors together stems from the 
fact that both are part of the broader tourism industry 
and face similar challenges in implementing BI and 

AI tools. Both sectors rely heavily on large volumes 
of data to optimize operations, enhance customer 
experience, and improve resource management effi-
ciency. Additionally, travelers often use services from 
both sectors within a unified tourism value chain, 
creating a need for integrated technological solutions.

The study employs a comprehensive approach 
that considers local market specificities, making it 
particularly relevant for developing effective strate-
gies in similar markets. The research framework 
and hypotheses are developed based on established 
theoretical foundations in technology adoption and 
business transformation [13]. The subsequent sec-
tions of this paper present a detailed literature review, 
followed by the research methodology, findings, and 
implications for theory and practice.

2. Literature Review

The airline industry has leveraged AI capabilities 
to enhance operational efficiency through weather 
prediction, flight schedule optimization, and fleet 
management [16]. Machine learning algorithms have 
proven particularly effective in predicting flight de-
lays and facilitating proactive schedule adjustments to 
minimize passenger disruption [17].

The hospitality sector has undergone significant 
transformation through the implementation of Busi-
ness Intelligence tools, fundamentally improving ser-
vice quality and operational efficiency [18]. Hotels 
employ BI for multiple purposes, including customer 
satisfaction analysis, performance metric evaluation, 
and strategic planning [19]. The same study also in-
dicates that, in the airline industry, BI tools are used 
for route optimization, flight occupancy analysis, real-
time ticket price adjustments, and the improvement 
of safety protocols. For example, Lufthansa uses BI 
systems to analyze delay data and manage its fleet 
more efficiently, while American Airlines applies BI 
tools to optimize its loyalty programs and personal-
ize offers for passengers. Marriott International has 
implemented BI tools to analyze occupancy data and 
optimize room pricing, which led to a 10% increase 
in Revenue per Available Room (RevPAR) in select-
ed hotels. On the other hand, Hilton Hotels uses BI 
systems to analyze guest reviews and adjust services 
in real-time, resulting in a 15% increase in customer 
satisfaction [12].

These implementations have yielded substantial 
improvements in service personalization and resource 
optimization [20] while enabling more informed stra-
tegic decisions through a better understanding of mar-
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ket trends and competitive dynamics [21]. 
Modern BI systems process extensive data from 

diverse sources, including customer feedback, res-
ervation systems, and market trends [22], though 
implementation faces challenges in data integration 
and storage within big data warehouses [23]. Con-
temporary BI architectures incorporate sophisticated 
components for data management, including extrac-
tion, transformation, storage, and analysis capabili-
ties, supported by reporting systems, OLAP (Online 
Analytical Processing), and data mining tools [24]. 

The integration of AI in hospitality has catalyzed 
significant operational and customer experience im-
provements [25]. Predictive analytics has emerged 
as a cornerstone technology, enabling hotels to an-
ticipate guest needs and optimize operations [26]. 
AI models excel in forecasting booking patterns and 
guest consumption behaviors, allowing for refined ser-
vice offerings [27]. The AI-powered analysis of online 
reviews has become crucial for understanding guest 
expectations [28] and developing competitive advan-
tages [29]. The marketing landscape has been trans-
formed through AI-enabled targeted campaigns [30], 
with continuous technological advancement driving 
further innovation [31]. Modern hotels increasingly 
leverage AI for personalized guest experiences, rang-
ing from automated recommendations to adaptive 
smart room systems [32]. The research framework 
for understanding these technological implementa-
tions builds upon previous work in airline operations 
[33] and competitive intelligence in hospitality [34].

Despite their benefits, BI and AI implementa-
tion faces several challenges. Success depends heav-
ily on ecological and organizational factors affecting 
competitive advantage [35]. The adoption of robotics 
and automation raises ethical concerns [36], requir-
ing a careful balance between technological advance-
ment and maintaining human-centric service delivery 
[37]. Privacy and security concerns have emerged as 
crucial considerations, as airlines and hotels collect 
extensive personal data, making them vulnerable to 
cyberattacks [38]. Security breaches can lead to pri-
vacy violations and loss of customer trust [39], while 
data misuse raises concerns about discrimination and 
ethical use of information [40]. Furthermore, the 
potential impact of automation on employment [41] 
affects various roles across the industry, potentially 
influencing both individual careers and broader com-
munity welfare.

Although BI and AI are distinct technologies, 
their synergy enables more efficient decision-making 
and business optimization. BI tools primarily sup-
port data analysis and reporting, while AI further 

contributes through predictive analytics and the au-
tomation of business processes. By combining these 
technologies, organizations can make more accurate 
strategic decisions, enhance customer experience, 
and increase operational efficiency [31].

Based on this comprehensive literature review 
and identified research gaps, this study proposes a 
research model (Figure 1) examining the relation-
ships between BI and AI implementation and busi-
ness transformation outcomes. The model builds 
upon established work in airline operations [33] and 
hospitality competitive intelligence [34], while incor-
porating Serbian market considerations. The pro-
posed hypotheses investigate relationships between 
technology implementation, employee perceptions, 
and organizational outcomes, providing a framework 
for understanding the transformation process in the 
local context:

H1: Employees perceive that business optimiza-
tion (BO) positively contributes to business transfor-
mation (BT).

H2: Employees perceive that effectiveness of re-
source management (ERM) positively contributes to 
business transformation (BT).

H3: Employees perceive that personalization of 
services (PS) positively contributes to business trans-
formation (BT).

3. Methodology

3.1 Data collection

Data were collected through a Google Forms sur-
vey distributed to airline and hotel employees in Ser-
bia. Contact information was gathered from company 
websites, LinkedIn, industry events, and through man-
agement collaboration. Of 110 distributed surveys, 
98 responses were received between December 2023 

Figure 1. Proposed research model
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and May 2024. Special permissions weren't required 
as data collection relied on publicly available informa-
tion and voluntary participation, ensuring ethical and 
transparent research practices. The respondents were 
selected using stratified sampling to ensure the repre-
sentation of employees across different hierarchical 
levels in the airline and hotel industries. The selection 
criteria included experience in using BI and AI tools, 
job position, and length of service in the industry. The 
sample consists of managers, data analysts, and opera-
tional staff, providing a comprehensive insight into the 
perception of these technologies. 

3.2 Sample

Sample selection included employees from vari-
ous sectors within the airline and hotel industries, us-
ing simple random sampling to ensure fair representa-
tion and minimize bias. In social sciences and applied 
research, the aim is not to cover the entire population 
but to ensure that the sample is representative and al-
lows for generalization of the findings. Representative-
ness is not achieved through sample size alone, but 
rather through its structure specifically by including 
the key characteristics of the target population. In 
this study, the sample was designed to reflect various 
professional roles, levels of responsibility, industry 
experience, and exposure to BI and AI tools, ensur-
ing that the collected data accurately represents the 
perceptions of employees in these sectors. Although 
the exact size of the target population in the Serbian 
airline and hotel industries is not publicly available, it 
is estimated to include approximately 1,500 employ-
ees directly involved in business processes relevant to 
BI and AI technologies. The sample was structured 
to mirror this population. To confirm the adequacy 
of the sample for analyzing relationships between 
the studied constructs, an a priori power analysis was 
conducted using G*Power software (version 3.1.9.7). 
The analysis was performed under the linear multiple 
regression fixed model (R² deviation from zero), with 
a medium expected effect size (f² = 0.15), a standard 
alpha level (α = 0.05), and statistical power of 80% 
(1-β = 0.80), including three predictors (business 
optimization, service personalization, and resource 
management efficiency). The results showed that the 
minimum required sample size was 77, indicating 
that the obtained sample of 98 respondents is statisti-
cally sufficient for reliable analysis and valid findings. 
To further ensure representativeness, the sample in-
cludes employees from different types of hotels (rang-
ing from mid-scale to high-category establishments) 
and airline companies with varying business models. 

Additionally, respondents were drawn from different 
hierarchical levels, including managers, data analysts, 
and operational staff, providing a comprehensive 
perspective on the perception of BI and AI tools in 
these sectors. Accessing respondents was challenging 
due to limited publicly available contact information 
for employees in the analyzed industries. To ensure 
a representative sample, participants were contacted 
through professional networks (LinkedIn), indus-
try events, and direct collaboration with companies. 
This approach enabled us to collect responses from 
employees actively involved in the use of BI and AI 
technologies, further reinforcing the relevance and re-
liability of the results.

The study comprised 98 respondents from Ser-
bian airlines (51.0%) and hotels (49.0%). The sam-
ple was well-distributed across gender (45.9% male, 
54.1% female), age groups (predominantly 26-45 
years), education levels (majority holding bachelor's 
or master's degrees), and years of service (most hav-
ing 6-15 years of experience). Detailed demographic 
characteristics are presented in Table 1.

3.3 Questinaire design

The research examined employee perceptions 
of BI and AI's impact on business transformation in 
airlines and hotels through carefully designed ques-

Characteristic Categories Percentage

Gender Male 45.9%

Female 54.1%

Age 18-25 10.2%

26-35 28.6%

36-45 35.7%

46-55 20.4%

56+ 5.1%

Education Level High School 20.4%

Bachelor 40.8%

Master 30.6%

PhD 8.2%

Years of Service 1-5 years 20.4%

6-10 years 30.6%

11-15 years 25.5%

16-20 years 15.3%

21+ years 8.2%

Sector Airlines 51.0%

Hotels 49.0%

Table 1. Sociodemographic characteristics of the respondents
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tions assessing business optimization, service person-
alization, and resource management efficiency. The 
questionnaire design was based on several key stud-
ies, Andronie [33] on BI tools for data analysis, price 
optimization, and flight planning in airlines, Mariani 
et al. [20] on BI's role in improving service quality 
and operational efficiency in hotels, Guerra-Monte-
negro et al. [26] on predictive analytics in hospitality, 
Koseoglu et al. [42] on analyzing online reviews for 
service quality improvement, and Casado Salguero 
et al. [34] on ecological and organizational factors 
affecting BI initiatives. To avoid moral hazard and 
leading questions, questions were neutrally formu-
lated, and respondent anonymity was guaranteed to 
ensure unbiased responses.

A pilot study conducted in December 2023 with 
15 randomly selected participants from various airline 
and hotel sectors assessed question clarity, comple-
tion time (approximately 12 minutes), and technical 
aspects. Based on feedback, questions were refined 
for clarity, and technical issues, including slow page 
loading, were resolved. Statistical analysis confirmed 
satisfactory reliability (Cronbach's alpha > 0.7) and 
validity (factor loadings > 0.5) for all scales. The fi-
nal questionnaire was optimized based on these pilot 
study results to ensure precise and clear questions. 
The questionnaire used a 5-point Likert scale (1 – 
strongly disagree, 5 – strongly agree). This type of 
scale was selected due to its wide application in per-
ception-based research and its reliability in measur-
ing subjective attitudes. All items were formulated as 
declarative statements, and respondents were asked 
to indicate their level of agreement with each state-
ment. Additionally, the statistical analysis employed 
methods compatible with ordinal data, including nor-
mality testing of response distributions to ensure ac-
curate interpretation of the results.

3.4 Data analysis

The data were analyzed using multiple statistical 
methods. Descriptive analysis describes basic sample 
characteristics, including means, standard deviations, 
and response distributions [43]. The normality of 
data distribution was verified using the Kolmogorov-
Smirnov test (K-S = 0.087, p < 0.05) and the Shap-
iro-Wilk test (S-W = 0.942, p < 0.05). The results 
of these tests indicated that certain variables, particu-
larly those related to the perceived effectiveness of 
BI and AI tools, deviated from a normal distribution. 
Given that the analysis relies on methods assuming 
data normality, appropriate transformations (loga-
rithmic and squared transformations) were applied 

to achieve a more symmetrical distribution and en-
hance the validity of the results. Exploratory Factor 
Analysis (EFA) was used to reduce data dimensional-
ity and identify latent constructs [44]. EFA identified 
four key factors: business optimization (BO), service 
personalization (PS), resource management efficien-
cy (ERM), and business transformation (BT). Confir-
matory Factor Analysis (CFA) tested hypotheses and 
assessed factor validity [45]. The Kaiser-Meyer-Olkin 
Measure (KMO = 0.778) indicated satisfactory sam-
ple adequacy [46], while Bartlett's test of sphericity 
(Chi-Square = 1.929, df = 12, p = 0.000) confirmed 
the appropriateness of factor analysis [47].

The data satisfied the normality assumptions 
needed for factor analysis and SEM. Data transfor-
mations were applied where needed to improve dis-
tribution normality [44]. SEM was used to test hy-
potheses and examine factor relationships, enabling 
the assessment of complex models with multiple 
variables and latent constructs [43]. In this study, the 
Akaike Information Criterion (AIC) and the Bayes-
ian Information Criterion (BIC) were used to assess 
the model's fit to the data. However, since AIC and 
BIC are primarily intended for model comparison 
rather than absolute model evaluation, additional 
model fit indicators were included—such as the Stan-
dardized Root Mean Square Residual (SRMR) and 
the Normed Fit Index (NFI)—to ensure a compre-
hensive assessment. As the manuscript does not pres-
ent alternative models for comparison, AIC and BIC 
were interpreted as relative indicators of the model’s 
fit to the existing data rather than as criteria for identi-
fying the best-fitting model. The Fit Summary results 
for the saturated and estimated models indicate that 
the SRMR (Standardized Root Mean Square Resid-
ual) is 0.004, well below the acceptable threshold of 
0.08 [44], indicating excellent model fit. The values 
of d_ULS (Squared Euclidean Distance) and d_G 
(Geodesic Distance) are 1.483 and 0.411, respective-
ly, and do not indicate critical issues. A Chi-Square 
value of 1.160 further confirms the good model fit, 
while an NFI (Normed Fit Index) of 0.995, which is 
above the recommended threshold of 0.90, suggests 
a high model fit to the data [49]. The path coeffi-
cients presented in Figure 4 were estimated using the 
Maximum Likelihood Estimation (MLE) method, 
based on covariance matrices and z-tests to assess sta-
tistical significance (p < 0.05). The model was evalu-
ated using SmartPLS software (version 4.0), with the 
following criteria: a minimum threshold for latent 
variable loadings of ≥ 0.70, t-values ≥ 1.96 for signifi-
cance at the 5% level, and a bootstrapping procedure 
with 5,000 samples. The statistical significance of the 
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path coefficients was further validated through cor-
responding p-values and 95% confidence intervals.

The results shown in Table 2 indicate that all 
constructs have satisfactory reliability, with Cron-
bach's alpha (α) values above 0.7 [45]. Additionally, 
Composite Reliability (CR) values for all constructs 
exceed 0.75, and the Average Variance Extracted 
(AVE) values are above the recommended threshold 
of 0.5, confirming the validity and reliability of the 
measured constructs.

Figure 2 combines the Fornell-Larcker criterion 
and HTMT (Heterotrait-Monotrait ratio) values to 
assess the discriminant validity of the constructs.

The diagonal values are Fornell-Larcker Criterion 
values, while the off-diagonal values include HTMT 
values. The Fornell-Larcker Criterion shows that all 
constructs in the model are sufficiently distinct, as the 
diagonal values are greater than all correlations be-
tween constructs [46]. The HTMT values are below 
the threshold of 0.85, which confirms the discrimi-
nant validity of the model [43].

Figure 3 displays the Variance Inflation Factor 
(VIF) values for the indicators within the constructs 
of PS, ERM, BT, and BO, with the highest values 
found in the indicators ERM3 and BT3. These 
values indicate the significance of each indicator in 
contributing to the reliability and validity of the cor-
responding constructs [47].

4. Results

Exploratory factor analysis identified four key fac-
tors: Business optimization (BO), Personalization of 
services (PS), Effectiveness of resource management 
(ERM), and Business transformation (BT), each with 
four questions. These factors showed high reliabil-
ity, with Cronbach alpha (α) values above 0.8. Com-
posite Reliability (CR) values ranged from 0.910 to 
0.927, indicating excellent internal consistency. Av-
erage Variance Extracted (AVE) values were above 
0.7, confirming that a significant part of the variance 

Construct α rho_A CR AVE

Business optimization 0.851 0.786 0.791 0.791

Business transformation 0.807 0.787 0.751 0.673

Effectiveness of resource management 0.810 0.901 0.867 0.625

Personalization of services 0.727 0.710 0.775 0.783

Note: α – cronbach alpha, rho_A - reliability indicator of latent constructs, CR - composite reliability, AVE - average variance extracted

Table 2. Construct reliability and validity

Figure 2. Combined Fornell-Larcker criterion and heterotrait monotrait ratio values
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is explained by the identified factors. These results 
indicate the validity and reliability of the measured 
constructs (Table 3).

The results in Table 4 indicate the high reliabil-
ity and validity of the measured constructs, with each 
factor significantly contributing to the explanation 
of variance in the context of business optimization, 
service personalization, resource management effi-
ciency, and business transformation.

Business Optimization (BO) includes assessments 
such as predicting and reducing flight delays using AI, 
as well as analyzing supply and demand data for opti-
mal planning. This factor has demonstrated high reli-
ability with a Cronbach's alpha (α) value of 0.805 and 
factor loadings (FL) ranging from 0.824 to 0.881, indi-
cating consistency and reliability of the measurement. 

Personalization of Services (PS) focuses on per-
sonalizing services through AI, including recommen-

dations for travelers and creating personalized mar-
keting campaigns for hotel guests. This factor has an 
α value of 0.796, with FL values ranging from 0.836 
to 0.889, confirming the high reliability and relevance 
of the items.

Effectiveness of Resource Management (ERM) 
covers aspects such as fuel consumption optimiza-
tion and resource analysis in hotels to identify sav-
ings. The reliability of this factor is exceptional, with 
an α value of 0.810 and FL values between 0.861 
and 0.889, indicating the effectiveness of measuring 
resource efficiency. Business Transformation (BT) 
encompasses the impact of BI and AI on operational 
efficiency, client satisfaction, security, and business 
sustainability. This factor shows an α value of 0.788 
and FL values ranging from 0.809 to 0.899, suggest-
ing that the items are well-constructed and reliable for 
measuring business transformation.

Figure 3. Collinearity statistics (variance inflation factor - VIF < 3)

Factor IEV %V C% EAE %VAE C%AE EAR m sd α CR AVE

BO 4.855 30.347 30.347 4.855 30.347 30.347 4.325 2.48 1.026 0.863 0.915 0.721

PS 2.028 12.674 43.021 2.028 12.674 43.021 3.034 2.37 1.049 0.874 0.910 0.702

ERM 1.359 8.496 51.517 1.359 8.496 51.517 2.216 3.41 1.504 0.882 0.927 0.759

BT 1.241 7.756 59.273 1.241 7.756 59.273 1.370 3.22 1.752 0.895 0.921 0.744

Note: IEV - initial eigenvalues, %V - % of variance, C% - cumulative %, EAE - eigenvalues after extraction, %VAE -% of variance after 
extraction, C%AE - cumulative % after extraction, EAR - eigenvalues after rotation, m – arithmetic mean, sd – standard deviation, 
α - cronbach alpha, CR - composite reliability, AVE - average variance extracted

Table 3. Descriptive values, reliability, and validity of the factors
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Table 5 presents the criteria for model selection 
for the construct of Business Transformation. The 
Akaike Information Criterion (AIC) value is -91.342, 
while the unbiased Akaike Information Criterion 
(AICu) is -87.295. The sample size-corrected Akaike 
Information Criterion (AICc) provides a value of  
-82.021. The Bayesian Information Criterion (BIC) 
is -78.776, the Hannan-Quinn Criterion (HQ) is 
-86.243, and the corrected Hannan-Quinn Criterion 
(HQc) is -85.767. The results indicate a relatively 
good fit of the model, suggesting a better fit of the 
model to the data.

The research results confirm all proposed hy-
potheses regarding the influence of different business 
aspects on business transformation (Table 6). 

Hypothesis H1, which posits that employees 
perceive Business Optimization (BO) as positively 
contributing to Business Transformation (BT), was 
supported by the model with an estimated path coef-
ficient of 0.259 (t = 3.114, p = 0.002). This suggests 
that respondents believe improvements in business 
optimization are associated with positive changes in 
business transformation processes. Hypothesis H2, 
indicating that employees perceive the Effectiveness 

Factor Statements m sd α FL

Business 
Optimization (BO)

AI predicts and reduces flight delays by analyzing weather conditions. 2.30 1.439 0.805 0.863

BI analyzes supply and demand data for optimal planning. 2.72 1.487 0.793 0.824

AI automates guest check-in and reception, reducing wait times. 2.29 1.446 0.803 0.881

BI analyzes hotel occupancy, helping to optimize room rates. 2.63 1.494 0.803 0.847

Personalization of 
Services (PS)

AI provides personalized recommendations to travelers. 2.11 1.411 0.796 0.836

BI creates personalized marketing campaigns for hotel guests. 2.29 1.470 0.797 0.837

AI chatbots provide 24/7 support. 2.17 1.351 0.798 0.836

BI analyzes guest preferences to customize services. 2.91 1.945 0.819 0.889

Effectiveness 
of Resource 
Management (ERM)

AI optimizes fuel usage, reducing costs. 2.90 2.079 0.810 0.874

BI analyzes resource consumption in hotels to identify savings. 4.01 2.377 0.833 0.861

AI predicts equipment maintenance needs, reducing downtime. 3.46 2.169 0.786 0.861

BI monitors energy and water consumption, reducing costs. 3.29 2.251 0.779 0.889

Business 
Transformation (BT)

BI and AI impact operational efficiency and cost reduction. 2.85 2.110 0.788 0.892

BI and AI influence the increase of customer satisfaction through the 
personalization of services. 3.32 2.209 0.791 0.809

BI and AI influence the improvement of security. 3.81 2.343 0.800 0.859

BI and AI influence the optimization of the use of resources and the 
improvement of business sustainability. 2.90 2.101 0.808 0.899

Note: m – arithmetic mean, sd – standard deviation, α - cronbach alpha, FL – factor loading.

Table 4. Descriptive statistics of statements and factor loadings

AIC AICu AICc BIC HQ HQc

Business transformation -91.342 -87.295 -82.021 -78.776 -86.243 -85.767
Note: AIC - akaike's information criteria, AICu - unbiased akaikes information criteria, BIC - bayesian information criteria, HQ - hannan 
quinn criteria, HQc - corrected hannan-quinn criteria.

Table 5. Model selection criteria

Hypothesis Path Estimate m sd t p Confirmation

H1 BO →BT 0.259 0.266 0.083 3.114 0.002 Confirmed

H2 ERM → BT 0.267 0.274 0.079 3.384 0.001 Confirmed

H3 PS → BT 0.318 0.312 0.083 3.851 0.000 Confirmed

Note: m – arithmetic mean, sd – standard deviation, t – t statistic, p – statistical significance

Table 6. SEM analysis results and hypothesis testing 
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of Resource Management (ERM) as positively influ-
encing Business Transformation (BT), was also sup-
ported, with an estimated value of 0.267 (t = 3.384, 
p = 0.001). According to participants, more efficient 
management of resources may contribute to greater 
organizational adaptability and transformation. The 
strongest perceived effect was observed in Hypothesis 
H3, which suggests that employees believe Personal-
ization of Services (PS) plays a crucial role in support-
ing Business Transformation (BT). This hypothesis 
was supported with a path coefficient of 0.318 (t = 
3.851, p < 0.001), indicating that service personaliza-
tion is viewed by respondents as a key driver of trans-
formation.  All three hypotheses are confirmed with 
high levels of statistical significance, indicating the 
robustness of the model and the significant impact 
of business optimization, resource management, and 
service personalization on business transformation.

The factor loadings presented in Table 4 are the 
result of Exploratory Factor Analysis (EFA), which 
was used to identify latent constructs based on corre-
lations among observed variables. In contrast, Figure 
4 shows the results of Confirmatory Factor Analy-
sis (CFA) obtained through the SEM model, which 
confirms the proposed factor structure by modeling 
structural equations. Differences between the fac-
tor loadings in Table 4 and Figure 4 are expected, 
as CFA estimates loadings within a theoretically de-

fined model (confirming hypothesized relationships), 
while EFA freely explores underlying structures and 
associations among indicators. To ensure model con-
sistency, the CFA analysis demonstrated that all fac-
tor loadings were statistically significant (p < 0.05) and 
within an acceptable range (> 0.50), confirming the 
validity of the measured constructs.

The results shown in Figure 4 illustrate that Busi-
ness Optimization (BO), Effectiveness of Resource 
Management (ERM), and Personalization of Services 
(PS) have a significant positive impact on Business 
Transformation (BT). Business Optimization has an 
estimated effect of 0.259, Effectiveness of Resource 
Management is 0.267, and Personalization of Ser-
vices is 0.318, all with high levels of statistical signifi-
cance (p < 0.05).

5. Discussion

The findings of this study reflect employees’ per-
ceptions rather than direct measurements of BI and 
AI implementation outcomes. Our results suggest that 
employees perceive Business Optimization (BO), Ef-
fectiveness of Resource Management (ERM), and 
Personalization of Services (PS) as influential ele-
ments that may contribute to Business Transforma-
tion in Serbian airlines and hotels. Although all fac-

Figure 4. Structural model of business transformation in airlines and hotels
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tors demonstrated statistically significant relationships 
within the structural model, the relatively stronger 
perceived influence of Personalization of Services 
(β = 0.48) compared to Business Optimization (β = 
0.35) may be interpreted as a reflection of Serbia’s 
relationship-oriented business culture. The applica-
tion of BI tools in the airline industry, as illustrated by 
Andronie [33], has shown operational benefits such 
as optimized flight data analysis, pricing, scheduling, 
and capacity management. While our study does 
not measure these effects directly, it confirms that 
employees in Serbia recognize similar areas where 
BI may be beneficial. In the hospitality sector, find-
ings by Mariani et al. [20] highlight how BI supports 
data-driven decision-making, thereby enhancing ser-
vice quality and operational efficiency. In line with 
these studies, our respondents expressed the belief 
that BI tools can assist hotels in analyzing occupan-
cy data and guest preferences, allowing managers to 
personalize offers and optimize resources. Similarly, 
the relevance of predictive analytics in hospitality as 
explored by Guerra-Montenegro et al. [26] resonates 
with employees’ perceptions that AI enables hotels 
to forecast guest needs and deliver tailored services, 
potentially leading to better guest experiences and sat-
isfaction. Casado Salguero et al. [34] emphasized the 
importance of organizational and ecological factors 
in the success of BI initiatives. Our respondents also 
perceived that efficient resource management sup-
ported by BI and AI tools is crucial for effective busi-
ness transformation. These perceptions underline 
the need for improved resource utilization and cost 
efficiency, especially within the local context. While 
Christou [50] addressed general risks associated with 
AI dependence, the participants in our study identi-
fied specific challenges relevant to the Serbian con-
text, such as limited access to skilled IT professionals, 
high implementation costs, and regulatory constraints. 
These responses suggest that the perceived benefits of 
BI and AI are balanced by concerns over ethics, data 
privacy, and human-centric service delivery. 

Review studies by Law et al. [51] suggested that AI 
has significant potential to transform hospitality oper-
ations and marketing. Our participants reflected this 
view, perceiving AI-driven marketing as a way to cre-
ate personalized campaigns, improve customer tar-
geting, and enhance loyalty. Similarly, while Jabeen 
et al. [52] raised the issue of job insecurity due to 
automation, our respondents acknowledged both the 
efficiency gains and the need for workforce adapta-
tion. Overall, the study finds that employees perceive 
BI and AI tools as having potential benefits for busi-
ness transformation, especially in enhancing opera-

tional efficiency, customer satisfaction, and business 
sustainability. However, it is essential to reiterate that 
these findings represent subjective perceptions rather 
than objectively verified outcomes. By integrating BI 
and AI technologies, service providers may be able 
to achieve greater efficiency and competitiveness. At 
the same time, ethical and human factors must be 
carefully managed. Future research should seek to 
validate these perceptions through longitudinal and 
implementation-based studies. 

The theoretical implications of this research lie in 
extending existing BI and AI adoption frameworks to 
the Serbian context. By identifying perceived drivers 
of transformation, this study contributes to a better 
understanding of technology acceptance in emerging 
economies. It highlights the variability in adoption 
patterns and the need for culturally and economi-
cally contextualized models. Additionally, it opens 
pathways for examining the long-term implications of 
digital transformation, including ethical concerns and 
employment dynamics.

From a practical standpoint, the findings suggest 
that managers should invest in training, communica-
tion strategies, and benchmarking processes to sup-
port the adoption of BI and AI. While the insights 
are based on employee perceptions, they offer valu-
able guidance for planning successful digital transfor-
mation efforts.

6. Conclusions

This study provides clear insights into employees' 
perceptions of the impact of BI and AI technologies 
on business transformation in airlines and hotels in 
Serbia. The results demonstrate that business optimi-
zation, resource management efficiency, and service 
personalization have a significant positive effect on 
business transformation. These findings are crucial 
for managers and decision-makers in the service sec-
tor, as they offer empirical evidence of the benefits 
associated with integrating BI and AI technologies. 
Future research should include a larger sample and 
incorporate comparative analyses with other regions 
to confirm the generalizability of the results. Addi-
tionally, it is recommended to use more objective 
measurement methods to assess the impact of BI and 
AI technologies on business transformation. Our re-
sults indicate that employees recognize the potential 
of BI and AI tools for business process optimiza-
tion. However, although the study provides insight 
into employees’ perceptions, it does not examine 
the specific methods of BI and AI implementation 
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in Serbian hotels and airline companies. Therefore, 
further research is needed to empirically validate the 
identified benefits.

This research has several limitations. First, the rel-
atively small and geographically limited sample may 
affect generalizability. Second, all findings are based 
on subjective assessments, which can introduce bias-
es. Third, the study was conducted during a specific 
period and may not reflect changes over time.
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